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Part 1. Start the tool up. 

a. Navigate to the URL: https://cyberinsight.chpc.utah.edu/ 
b. Then click on Run the tool 
c. Click on Sign in with CILogon 
d. Select your Identity Provider (Your Institution, EDUCAUSE, National Science 

Foundation, etc.) Click on “Log On”.  
e. Authenticate with your credentials associated with the Identity Provider you 

selected above. 
f. This will take you the the cyberinsight jupyter hub. 
g. Click on the “hpc-tco-tool” 
h. Click on “cyberinsight.ipnb” to start the tool. 
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Part 2. Run an example provided by the University of Utah 

1. Run the first cell to set things up. This cell has a “Run me first!” at the top as a 
comment. Select the cell and press the Shift + Enter keys simultaneously, or by 
selecting the cell and via top toolbar Cell -> Run Cells.  
 
Alternatively, you can select Kernel -> Restart & Run All in the toolbar to immediately 
load all widgets. 
 
All widgets can be safely (re)loaded at any time by rerunning the code cell above the 
widget, as long as the first cell below this text has been run. 
 
When you run the first cell, Module 1 – is highlighted. 



 
2. MODULE 1. For this section of the tutorial, we will have you import an example data 

set. 
2.1. Run the cell in the Module 1 section to reload the widget. Click on Select. 

 



2.2. Select a valid JSON file from the file tree. To run our example, choose “uofu-
benchmark-examples” and then “uofu-chpc-hpcg.json”. 

 
2.3. Click Select again. The full path to the file name is displayed. 

If the selected file is valid, click Import to finalize the import. Otherwise, errors 
will be displayed in the cell. If you selected the example file above, you should 
see the following: 
 

 
3. MODULE 2. (Not needed for running an example) See Part 3. Creating your own 

datasets. Skip running this module and go to MODULE 3. 
 

4. MODULE 3 – Analyze TCO data 
4.1. Run the cell to reload the widget. 



 
4.2. Select any number of benchmarks to compare in the Data window. For this 

tutorial, the benchmarks are named for the number of GPU devices used in the 
benchmark. Pick all of the 1-d benchmarks. 

 
4.3. Click “Compare”. 

A graph of the costs of the selected benchmarks are displayed.  



 
 
Part 3. Create your own data sets – MODULE 2 
 
1. Start the tool (see Part 1) 
2. Run the first cell as described. (see Part 2) 
3. Skip Module 1 and run the cell in Module 2 Create and edit HPC TCO data to 

reload the widget. For each resource you will be creating a separate data set which 
will include the costs and the benchmark data run on that resource 
 

**NOTE: be sure to hit the enter key as you enter or change the data in each 
field. If the field needs to be “entered” it will be highlighted in yellow. If you do not 
hit the enter key in that field it will not be saved in step 3.4 (Save the dataset). 

 



 
 

4. Select “[+] new Compute Resource…” and then click “Load” 
5. You will be presented with 2 sections where you input your data. The data entered 

will look very different between on-prem and cloud resources. We will go through 
creating an on-prem example and a cloud resource example. 

 



6. On-prem example 
6.1. Attributes – these are general factors used in determining the cost of the 

resources 
6.1.1. avg_utilization – scale depending upon how heavily loaded your clusters. 

For this example, let’s say your on-prem cluster is 95% utilized. Enter .95 in 
this field. 

6.1.2. cost_per_kwh – would be your current rate for power. 
For this example, we’ll use 8 cents. Enter .08 in this field. 

6.1.3. hourly_cloud_hosting – leave zero for on prem. 
6.1.4. system_lifetime_years – how long you expect to run the node  

For this example, we’ll use 5 years. Leave the default.  

 
6.2. Costs Expressing the formula with fields in {} creates the breakdown, so you 

can change and add your cost structure accordingly. Total cost is expressed by 
default as {upfront_costs} + {LIFETIME} * {recurring_costs}. The {LIFETIME} 
value is preset in the attributes section in the system_lifetime_years. You can 
minimize (click on V) and expand (click on >) the breakdown. Maximize both 
upfront and recurring costs to enter the data. 
6.2.1. Upfront costs – This is where you would put the one-time expenses such 

as the cost of hardware, switches and accessories. You could also add any 
additional staff expenses to setup the new node(s).  By default we have set 
it to {hardware} + {infrastructure} + {network}. In this example we use the 
costs associated with a single node, the node cost is $10,000, the 
infrastructure cost is $200, and the network cost is $800.  

6.2.2. Recurring costs – these would be your regular ongoing costs of operating 
the cluster or node(s).  Here you would break down in as much detail as you 
wish, the recurring costs of operating the clusters, including Personnel, 
Travel, Consulting, Datacenter rent, idle power, etc. These should be 
reflected in an annual total (which then utilizes the {LIFETIME} to calculate 
costs. (If you measure your cost of operation on a monthly basis, you can 
just multiply the total at the top by 12.) By default the formula is ({personnel} 
+ {overhead}) / {totalNodes}. In this example, our annual costs for Personnel 
is $500,000 and Overhead is $400,000. This is the cost to run 1,000 nodes 
for one year. The result of the calculation is the cost to operate 1 node for 1 
year. Enter these figures. 



 
6.3. Give your resource data set a name and save it to memory. It won’t be saved to 

a file until later.  Rename the resource by replacing the current name (just above 
the “Save” bar) with what you want to call this resource. Let’s call it TCO-
Tutorial-on-prem. Then click on the “Save” bar. You will see a message “TCO-
Tutorial-on-prem has been saved to memory.” To confirm it was saved correctly, 
you can run the widget again and the dataset should appear in the list. 



 
6.4. Benchmarks Click on the green “+ New benchmark” button. 

6.4.1. Add a description. In this case, we will call it HPCG-1d (for hpcg 
benchmark run on 1 device (GPU). 

6.4.2. Add the kwh_used for this particular benchmark. We get this information 
from XDMod.  For this example, enter .25. 

6.4.3. Add the node count. For this example, we say .33, since the node has 3 
GPUs, and we only used 1. Also, sharing of nodes is enabled. If you do not 
allow sharing, you may want to put 1 node, as the rest of the resource is not 
usable while this benchmark was run.  

6.4.4. Add the walltime for the benchmark in seconds. In this example, the run 
took 3664.47 seconds.  

 
6.5. IMPORTANT – click the Save bar again.  



7. Cloud Example Select “[+] new Compute Resource…” and then click “Load” 
7.1. Attributes  

7.1.1. avg_utilization – leave 1 for cloud 
7.1.2. cost_per_kwh – leave 0 for cloud 
7.1.3. hourly_cloud_hosting – put in the cost for the resource you are creating. 

For this example, the hourly cost was $2.6816 for a single node on GCP 
with 4 v100 GPUs. 

7.1.4. system_lifetime_years – leave alone not used for cloud resource 
7.2. Costs – the cost breakdown does not apply to cloud resources. No change 

required. 
7.3. Benchmarks 

7.3.1. Again we ran the HPCG on 1 device on a google cloud node. So we will 
name this benchmark HPCG-1d again.  

7.3.2. Leave description, kwh_used blank.  
7.3.3. Node count =1, and the wall time for this benchmark is 3661.49 
7.3.4. Save this resource data and name it “GCP-n1-4cp-v100-1d”. 

 



8. Compare the cost of these two resources.  
8.1. Run Module 3. You should see the two benchmarks we enter on the two 

resources we created.  
8.2. Select both of these data sets, and the click on the “Compare” button.  

 
9. Export TCO results IMPORTANT – Save the dataset. (MODULE 4)  

9.1. Click in and run the Module 4 cell. 
9.2. A list of the resource data sets you created are presented. 
9.3. Select the data sets you wish to save to a file which can later be imported using 

MODULE 1 in the future. In this case select both files.  
9.4. Once the desired data are highlighted. Click on the “Select” button.  
9.5. This will show you the path on your server where the file will be saved. (By 

default it is /home/jovyan/hpc-tec-tool/exports). Fill out the name you wish to 
give this set of data. Let’s call it “tutorial”. The .json extension will be added so 
do not add this to the file name.  

9.6. Click the “Select” button again. 
9.7. It will display the full path where the data set is to be exported. 



9.8. Click on “Export”. It will display a message: “Data has been exported to 
/home/jovyan/hpc-tco-tool/exports/tutorial.json.” 

9.9. Exported folder can be found in the notebook dashboard where you first clicked 
to open the tool. 
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